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ABSTRACT
We propose a new model for RR interval records based on the empirical finding that the amplitude of RR records is negatively correlated with its regularity. We develop the mathematics needed to define rigorously this model, as well as the statistical tools necessary for estimating the parameters of the model on sampled data. We use this to analyze finely the impact of ventricular extrasystole of RR records, and to assess the efficiency of certain treatments on this pathology.
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1 Introduction

Arrhythmia is a common condition that has many different causes and comes in various types. It can be of no or few consequences, or have dramatic effects. We will focus in our experimental study on ventricular extrasystole, although our methods should be applicable to other kinds of arrhythmia as well.

Arrhythmia may be detected from ECG, or from RR intervals extracted from ECG. A crucial concept related to arrhythmia is that of heart-rate variability. Indeed, the heart beats in an intrinsically variable way, due both to external events and inner regulation mechanisms. In view of the fact that ECG or RR interval records are extremely irregular, numerous papers have studied heart-rate variability from the point of view of fractal or multifractal analysis in recent years. See, among many others, [4, 5, 6, 8, 11]. All conclude that the studied signals (ECG or RR intervals) are indeed multifractal, and that pathologies are always associated with a reduction in multifractality, typically in the sense of a larger mean exponent and a narrower multifractal spectrum. In other words, a healthy heart is irregular, and, moreover, “irregularly” irregular, in the sense that its irregularity varies strongly in time. In addition to works dealing with multifractal analysis and heart rate variability in general, there is a number of studies dealing more specifically with the applications of multifractals to studying arrhythmia: see [2] (which also uses a robust fractal dimension known as the regularization dimension [10]), [9, 12, 7, 13].

Multifractal analysis provides a statistical information describing the distribution of local regularity across the signal. We follow here a related but different approach: we track the local regularity of RR intervals at each point, and use this information to characterize the signal. More precisely, we provide empirical evidence that RR records display an intriguing feature: the time evolution of the signal is negatively correlated with the one of its regularity. In other words, at times where the RR signal is larger, it is also more irregular, and vice-versa. We call such a property the self-regulating property. While it is not easy at this stage to elucidate precisely the mechanisms leading to it, the idea that RR intervals are self-regulating should not come as a surprise: indeed, heartbeats are the results of complex interactions of several competing mechanisms that continuously corrects its rate in response to external and internal factors. This translates, in mathematical terms, into a process which, at each time, adjusts its variations (and thus its regularity) according to its current state (i.e. its amplitude). In order to turn this empirical finding into a useful method for analyzing, e.g., arrhythmia, we shall develop several ingredients:

1. a rigorous but tractable mathematical model for self-regulating processes,

2. a way to calibrate such a model on real data, i.e. to estimate the parameters of the model valid for a specific population,

3. and finally an analysis of how a given condition will perturb the self-regulation and how it may be statistically assessed from numerical estimations.

We proceed to detail these three points in the remaining of this work. We will then apply our tools to the study of ventricular extrasystole, and to the automatic assessment of the efficiency of three treatments, namely encainide, flecainide and moracizine, from RR records.
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Empirical evidence of the self-regulating property of RR intervals

We show on figure 1 two typical 24 hours records of RR intervals, along with their estimated regularity (we have not yet stated precisely how we measure regularity, see 3.2 for a mathematical definition). As one can see, there is a strong (negative) correlation between the signal and its regularity. This calls for a new mathematical model, that would be able to account for this property and would allow a fine analysis of RR signals.

3 The model

3.1 Definition of the self-regulating midpoint displacement process

We wish to build a process whose local regularity is a function of the amplitude at each point. To make this precise, we first need a mathematical definition of local regularity. We will use the one at the basis of multifractal analysis, i.e. the pointwise Hölder exponent. Its definition in the case of interest to us goes as follows: let \( f \) be a continuous but nowhere differentiable function from \( \mathbb{R} \) to \( \mathbb{R} \), and let \( x_0 \in \mathbb{R} \).

**Definition 3.1.** \( f \) is said to belong to the pointwise Hölder space \( C^\alpha(x_0) \) if there exists \( \varepsilon > 0 \) and \( C \in \mathbb{R} \) such that, for all \( t \) with \( |t| < \varepsilon \):

\[
|f(x_0 + t) - f(x_0)| \leq C |t|^\alpha
\]

See figure 2 for a graphical illustration of this definition.

**Definition 3.2.** The pointwise Hölder exponent of \( f \) at \( x_0 \) is the number:

\[
\alpha_f(x_0) = \sup \{ \alpha : f \in C^\alpha(x_0) \}
\]

with the convention : \( \sup(\emptyset) = 0 \).

Since the Hölder exponent exists at all points, we may define the Hölder function of \( f \), denoted \( \alpha_f \), which measures the regularity of \( f \) and its evolution across time. If, instead of a function \( f \), one deals with a stochastic process \( X \), the Hölder exponent is defined in the same way. The function \( \alpha_X \) is of course in this case itself a stochastic process.

We will say that a process \( X \) is self-regulating if there exists a differentiable deterministic function \( g \) such that, almost surely, for all times \( t \), \( \alpha_X(t) = g(X(t)) \). This amounts to stating that, at all times, the regularity of the process is governed by the value of its amplitude, through the map \( g \). A construction of a self-regulating process was first proposed in [3]. Here we will build a different process by modifying the celebrated "midpoint displacement" method of P. Lévy for constructing Brownian motion. We now briefly describe this construction.

Define the "triangle function"

\[
\varphi(t) = \begin{cases} 
  2t & \text{for } t \in [0, 1/2] \\
  1 - 2t & \text{for } t \in [1/2, 1] \\
  0 & \text{otherwise}
\end{cases}
\]

and its dilated-translated versions \( \varphi_{jk}(t) = \varphi(2^j t - k) \) (see figure 3). Our construction is an iterative one:
**Definition 3.3.** Let $g$ be a $C^1$ function from $\mathbb{R}$ to $[a, b] \subset (0, 1]$. Let $Z_{jk}$ be independent and identically distributed random variables following a centered Gaussian law with unit variance. Let $X_{-1} = 0$ and define the sequence $(X_j)_j \in \mathbb{N}$ recursively:

$$X_j(t) = X_{j-1}(t) + \sum_{k=0}^{2^j-1} 2^{-jg(X_{j-1}(k+(\frac{1}{2})2^{-j}))}Z_{jk}\varphi_{jk}(t).$$

For illustration, figure 4 shows the first stages of construction $X_0$ and $X_1$.

One can show that, almost surely, the sequence $X_j$ converges uniformly to a continuous process $X$ that will be termed "self-regulating midpoint displacement process" (SRMDP). The following theorem states that $X$ is indeed self-regulating:

**Theorem 3.1.** Almost surely, for all $t$:

$$\alpha_X(t) = g(X(t)).$$

Note that $X$ is fully determined by $g$, which is called the regulating function. Some examples of SRMDP are displayed on figure 5, with an increasing $g$ function: as may be checked, the larger $X$ is, the more regular it looks.
3.2 Estimating the self-regulating function

Our working assumption is that a healthy heart is characterized by a typical shape of the regulating function \( g \), as is suggested by figure 1. Different types of illness, such as various kinds of arrhythmia, are likely to perturb \( g \). We wish to investigate whether it is possible to measure this effect of a treatment from the \( g \) function. For these purposes, it is crucial to have at our disposal a robust method for estimating the regulating function. We briefly explain how to do so in this section. Assume we have a record of \( 2^j \) samples of \( X \) (and thus \( X = X_j \)). We wish to estimate \( g \), along with a confidence interval. Let us first explain the method in the simplest case where \( j = 1 \). The signal then consists of the points \( X(0), X(1/4), X(1/2), X(3/4) \) and \( X(1) \). We use these to evaluate \( g \) at the point \( \alpha = X(1/2) \) (see figure 6).

Recall that \( X_0 = Z_{0,0}\phi_{0,0} \). Set \( \alpha = \frac{1}{2}Z_{0,0} = X_0(1/4) = X_0(3/4) \). Then:
\[
X_1 = X_0 + 2^{-g(\alpha)}\phi_{1,0}Z_{1,0} + 2^{-g(\alpha)}\phi_{1,1}Z_{1,1}.
\]
As a consequence:
\[
X_1 \left( \frac{1}{4} \right) - \alpha = 2^{-g(\alpha)}Z_{1,0},
\]
\[
X_1 \left( \frac{3}{4} \right) - \alpha = 2^{-g(\alpha)}Z_{1,1}.
\]

We thus have to estimate the common variance of two independent Gaussian random variables, which is classically done by adding their squares:
\[
\left( X_1 \left( \frac{1}{4} \right) - \alpha \right)^2 + \left( X_1 \left( \frac{3}{4} \right) - \alpha \right)^2 = 2^{-2g(\alpha)} \left( Z_{1,0}^2 + Z_{1,1}^2 \right).
\] (1)

Let \( W = (Z_{1,0}^2 + Z_{1,1}^2) \). \( W \) follows a \( \chi^2 \) law with two degrees of freedom, and \( W \) is independent of \( \alpha \). Let \( u, v > 0 \) be such that \( P(W \in [u, v]) \geq 95\% \).

Let finally:
\[
T = \left( X_1 \left( \frac{1}{4} \right) - \alpha \right)^2 + \left( X_1 \left( \frac{3}{4} \right) - \alpha \right)^2.
\]

Then, from (1):
\[
P \left( T \in [2^{-2g(\alpha)}u, 2^{-2g(\alpha)}v] \right) \geq 95\% \]
and:
\[
P \left( 2^{-2g(\alpha)} \in \left[ \frac{1}{u}, \frac{1}{v} \right] \right) \geq 95\% \]
which finally yields:
\[
P \left( g(\alpha) \in \left[ \log_2(u) - \log_2(T), \log_2(v) - \log_2(T) \right] \right) \geq 95\%.
\]

In the general case of an arbitrary \( j \), fix a "small" interval \( I = [\alpha - \epsilon, \alpha + \epsilon] \). Since \( g \) is smooth, it is approximately constant on this interval: \( g(t) = g(\alpha) \) for all \( t \in I \).

Denote \( x_1 \cdots x_n \) the points of the form \( (k + 1/2)2^{-j} \) such that \( X_{j-1}(x_i) \in I \).

Let \( k_1 \cdots k_n \) be the integers \( k \) such that \( x_i = (k_i + 1/2)2^{-j} \). Remark that the number of points in \( I \) and the integers \( k_1 \cdots k_n \) depend only on \( X_{j-1} \), i.e. of the \( Z_{i,k}, 1 \leq j - 1 \). Using the definition of \( X_j \), one gets for all \( i \in [1..n] \):
\[
X_j(x_i) - X_{j-1}(x_i) = 2^{-jg(\alpha)}Z_{jk_i}.
\]

The shape of \( X_{j-1} \) et \( X_j \) is illustrated on figure 7. As in the case \( j = 1 \), one writes:
\[
\sum_{i=1}^{n} (X_j(x_i) - X_{j-1}(x_i))^2 = 2^{-2g(\alpha)} \sum_{i=1}^{n} Z_{jk_i}^2. \] (2)

Let \( W = \sum_{i=1}^{n} Z_{jk_i}^2 \). Conditionally on \( n \), \( W \) follows a \( \chi^2 \) law with \( n \) degrees of freedom. Let \( [u(n), v(n)] \) be a confidence interval at 95\% for a \( \chi^2 \) law with \( n \) degrees of freedom, \( u(n), v(n) > 0 \). Then, for all \( n \):
\[
P(W \in [u(n), v(n)]) \geq 95\%.
\]

Let \( T = \sum_{i=1}^{n} (X_j(x_i) - X_{j-1}(x_i))^2 \). Then, from (2):
\[
P \left( T \in [2^{-2g(\alpha)}u(n), 2^{-2g(\alpha)}v(n)] \right) \geq 95\%.
\]
Figure 8. True (black) and estimated (red) $g$ for an SR-MDP.

and finally:

$$P\left(g(\alpha) \in \left[ \frac{\log_2(u(n))}{2} - \frac{\log_2(T)}{2}, \frac{\log_2(v(n))}{2} - \frac{\log_2(T)}{2} \right] \right) \geq 95\%.$$ 

We display on figure 8 the result of estimating $g$ on an SRMDP (not shown) sampled on 65436 points. As one can see, the fit is quite good.

Figure 9 displays a path of $X$ with regulating function $g(z) = \frac{1}{1+5z^2}$, along with confidence intervals at level 96% computed with two values of $\epsilon$.

4 Application to arrhythmia analysis

Several articles have shown that (multi-)fractal parameters are able to discriminate healthy subjects from patients suffering from various kinds of arrhythmia, see e.g. [9], or to distinguish between ventricular fibrillation and tachycardia [2]. Our work further supports this by showing that a fine analysis of the time evolution of regularity (as opposed to a global analysis of the distribution of regularity, as is multifractal analysis) allows to discriminate healthy hearts from ones suffering from arrhythmia, but also to assess the efficiency of certain treatments. We mention here that only few papers deal with measuring the effect of drugs for restoring the multifractal properties of heart rate variability. Let us mention [1] that shows that cardivelol treatment restored multifractality in patients with congestive heart failure.

We shall present results on the following database:

- 78 RR records of healthy subjects,
- 760 RR records of patients suffering from ventricular extrasystole,
- 270 RR records from the 760 patients above which were subsequently treated with encainide,
• 215 RR records from the 760 patients above which were subsequently treated with flecainide,

• 275 RR records from the 760 patients above which were subsequently treated with moracizine.

All our RR signals are 24 hours long.

Ventricular extrasystole is the most common type of arrhythmia. It is caused by a premature ventricular depolarization originating between the Tawara node and the His fascicle. It may occur either as a result of at risk behaviors, such as excessive consumption of coffee or tobacco, or may be caused by coronary artery disease, cardiomyopathy or other conditions. In terms of ECG, it translates into an lengthened QRS complex, with typically vanishing of the P wave. Such a modification has an impact on the RR signal, which should be noticeable on the regularity function: indeed, longer beats will entail sudden discontinuities in the signal, which in turn will result in an overall decrease of the Hölder exponents at points close to the extrasystoles. When $g$ is evaluated at the values taken by $X$ at these points, these smaller exponents will contribute to diminish the value of $g$. Now, the values of $X$ corresponding to ventricular extrasystole are the larger ones, because these episodes precisely translate into longer intervals between two ”$R$”. We thus expect the regularity function for RR records with arrhythmia to be lower as compared to healthy RR, specially where the RR signal is large. This means that $g(x)$ for ”large” $x$ should be smaller in the case of arrhythmia.

We studied the database described above in order to:

1. check whether healthy RR are indeed self-regulating: this means that a $g$ function may be satisfactorily estimated from the data,

2. check whether one can discriminate healthy RR records from ones with arrhythmia through the regulating function,

3. check whether one can assess the efficiency of the three treatments above, again through an analysis of the regulating function.

4.1 Healthy RR intervals are self-regulating

We verify the self-regulating assumption with two approaches. First, for a given patient, we estimate the $g$ function along with the confidence interval. A small interval means that the regulating is well defined, in other words that the RR signal is indeed self-regulating. We recall here that a point $(x, g(x))$ in the graph of $g$ heuristically means that an interbeat of duration $x$ has regularity $g(x)$.

We show on figure 10 a typical $g$ function with its confidence interval on a healthy RR signal. As one can check, the estimation is extremely precise. The decreasing overall shape of $g$ is consistent with figure 1, which showed that longer interbeats (and thus points $x$ in the graph of $g$ with larger abscissa) are typically less regular (i.e have a smaller $g(x)$) than shorter ones.

The second test is a statistical one: we estimate the $g$ function for all healthy RR records. As one can see it on figure 11, most regulating functions look the same. This means two things: first, there is indeed some relevant information in the $g$ function. Second, for most healthy hearts, the self-regulation is roughly the same. In other words, the information captured by $g$ is robust across a healthy population.

4.2 Discriminating healthy RR intervals from ones with arrhythmia

On figure 11, one can see that almost all $g$ functions lie above the line with equation $y = 0.48 - 0.24x$, displayed in green. According to our analysis above, we expect that arrhythmia due to ventricular extrasystole will decrease $g$. More precisely, ventricular arrhythmia entails longer heartbeats, which are more irregular. Thus, we specifically expect the values of $g(x)$ for large $x$ to be smaller here than in the healthy case.

This fact may be verified on figure 12, where are displayed the $g$ functions of all the patients with arrhythmia. There are three such graphics, because the curves are grouped by sets of patients that will subsequently by treated with the same drug, i.e. encainide, flecainide or moracizine. At this stage, however, no treatment has been administered.

The regulating functions appear chaotic, with no apparent common pattern, and do not stay above the line $y = 0.48 - 0.24x$. For a more quantitative statement, see table 1, where the proportions of curves which are above this line are given for all the populations.
4.3 Assessing the effect of treatments

Figure 13 displays the regulating functions for the patients in the three groups during treatment. Overall, we can see that the shape of $g$ is affected by the treatment, to the effect that it increases in average, in particular for larger values of the amplitude (i.e. to the right of the graphs): this exactly means that longer heartbeats, which are comparatively regular for healthy RR and irregular for arrhythmic RR, become again noticeably more regular after medication. These longer intervals are where ventricular extrasystoles manifest themselves. This suggest that the three drugs do have an effect on the targeted pathology.

4.4 Statistical analysis

To give a more quantitative content to our findings, we provide in Table 1 the statistics of the number of RR records which are below the line $y = 0.48 - 0.24x$ in all groups.

One sees that this simple criterion allows to discriminate with a good precision healthy RR from ones with arrhythmia. Also, the three treatments seem to improve the situation, with a greater efficiency for flecainide (the fact moracizine seems less effective than flecainide is in agreement with other studies in the literature).

We finally show results on the supervised discrimination of all groups based on the regulating function, with a classical linear method implemented in MatLab. We have used two thirds of the data for the learning phase, and the remaining for the test. As can be seen on Table 2, when considering only the two populations "healthy" and "arrhythmic", the results of classification are excellent. However, as soon as one introduces a new class, i.e. a group of patients treated either by encaïnide, flecainide or moracizine, the quality drops dramatically. This indicates that RR records of treated patients do not belong to a well defined class. A more refined classification of the $g$ functions of the treated patients (not displayed here) allows to quantitatively assess the efficiency of the three drugs by computing the proportions of patients which have recovered a "normal" regulating function.

5 Conclusion

We have proposed a new model for RR intervals that takes into account the fact heartbeats are not only extremely variable (multifractal), but also self-regulating. We have designed a statistical estimator of the self-regulating function. Applying this to RR records, we were able to discriminate clearly healthy subjects from ones suffering from ventricular extrasystole. In addition, the efficiency of three treatments has been assessed, by measuring how much the self-regulating function recovers its normal shape after medication. Further work will concentrate on a more precise analysis of the self-regulating function to check whether it may be used for refined disease characterization.
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Table 1. Proportion of signals with $g$ function below the line $y = 0.48 - 0.24x$ for healthy RR, and groups prior and after treatment with encaïnide (E), flecainide (F) and moracizine (M).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>H</th>
<th>NH</th>
<th>E</th>
<th>H</th>
<th>NH</th>
<th>F</th>
<th>H</th>
<th>NH</th>
<th>M</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy RR</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group E before treatment</td>
<td>86%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe E after treatment</td>
<td>50%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe F before treatment</td>
<td>80%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe F after treatment</td>
<td>28%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe M before treatment</td>
<td>90%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe M after treatment</td>
<td>46%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Pourcentage of well-classified signals. A = arrhythmic, H = healthy, E= treated with encaïnide, F = treated with flecainide, M = treated with moracizine.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>H</th>
<th>NH</th>
<th>E</th>
<th>H</th>
<th>NH</th>
<th>F</th>
<th>H</th>
<th>NH</th>
<th>M</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy RR</td>
<td>10%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group E before treatment</td>
<td>86%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe E after treatment</td>
<td>50%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe F before treatment</td>
<td>80%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe F after treatment</td>
<td>28%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe M before treatment</td>
<td>90%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groupe M after treatment</td>
<td>46%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 12. Regulating functions for RR with arrhythmia grouped by patients that will be subsequently treated with encainide (top), flecainide (middle) and moracizine (bottom).

Figure 13. Regulating functions for RR with arrhythmia-treated with encainide (top), flecainide (middle) and moracizine (bottom).


