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Abstract— Protocols engineering of IP/MPLS networks are
constantly improving with new separated features and new
resilience mechanisms. In the transportation of audiovisual
signals domain we must compose with multicast protocols which
are designed from othe scientific developments. This
audiovisual traffic due to its non-elastic nature presents a very
huge senditivity to network recovery after a failure and these
effects can be amplified by end devices (encoding, decoding and
MPEG |P encapsulation). In this way when we choose between
engineering solutions the unique criterion of availability is not
enough, we must complete by an impact analysis on the service
made by the network reslience technics. In this paper, we
propose a first approach to analyze the behavior of different
protocols engineering to improve selection. We propose using
Bayesian networks to compar e perfor mance on different criteria
and we will illustrate with two engineering models. The results
focus on a real improvement of availability by choosing the
adapted engineering solution.

Keywords Protocol Modeling,
Bayesian Network, Engineering
Dependability, Multicast Transport.

Network Survivability,
Choice, Availability,

|. INTRODUCTION

A network service can be implemented using differeays
considering topological and architectural views tfe
network, considering protocols accumulation andiaisly
considering quality of service requirements. Othisewthe
client requirements are rising while we are obsena clear
fall of the performance about our transmission dinkhich
constitute the network infrastructure and especialh the
service availability point of view. Then we mustestgthen
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time engineers have different choices of implenténtafor
the solution.

Network services are implemented for each client @ns
possible to adapt all the protocols for each clidamand.
Even if survivability of concurrent services in ohay
networks has been studied [5], we are concernedtatte
specific service and its choices of implementation.

Because of the innovation of technologies and all
limitations, engineers are encourage to evolve rexgging
existing solutions to new innovative solutions whiare
bringing better performancén the multicast transportation
domain the protocols unified under the “multica®tN/ term
have proved their fullness and are now availableh wi
different variants. The choice of evolution and teenparison
between two engineering solutions is most of thaeti
conditioned by the experience of systems architeots with
all the technical data given by parts manufactumrsby
realizing prototype. The aim of this paper is t@opose a
decision support for the development of an enginger
solution specialized in the multicast stream tranisgion
guarantying all the above criteria. The first paill expose
the modeling problematic and the target of thigdgturhe
second will explain the two engineering solutiotieen the
last part will present on simple cases how to apig
modeling solution and will show us on a real cake t
contribution of each solution to conclude this stud

II. SERVICEMODELING

Availability study for a client’s service is baseth the

the mesh of our network and improve our protocgbhysical infrastructure analysis but it is espégilased on

engineering solutions to use this entire new infrecsure for
all point of service [1].

Networks specialized in audiovisual broadcastingspss
particularities which are not a prerequisite for efficient
telecommunication network. Indeed audiovisual streare
non-elastic and continuous so a short link failurduces a
display perturbation for the final user. In this ntext
customers are people who receive the TV at homecheats
are TV stations which pay for a broadcasting servic

The requirement of all networks is to be the maable and
the more resilient. In this context where we atkirig about
network survivability [2-4] the problems concernifgjlure
resistance or cyber-attack are primordial. In additve want
that all recovery decisions of the network are cletety
automatic to react as fast as possible to a faiM@st of the

protocol usage. Availability of the infrastructuseund to the
service is obtained from the availability of eacmponent of
the network, for our case routers and links in agtfiber or
microwave and from the constituted topology of #hes
elements. When it is possible the real availabibfythese
elements will be used.

There are many approaches to model the availakfitsin
IP network depending on the physical infrastructike fault-
tree-analysis, Markov chains or Bayesian networ&][
Measured availability will be the same for eachdusgodel.
In this study we will concentrate on Bayesian nekso

Very used in dependability field, Bayesian netwoe®
probabilistic models utilized to focus on some [gec
characteristics of a system or a sub-system. Tépresent all
the functional probabilities of the different eleme and their



interactions with the general state of the systeé@j.[They are
presented in the form of directed acyclic graphsskind of
model is used by system engineers to model hazafds
complex systems as automobile factories, nucleawvepo
plants or fighter jets. Bayesian networks allowdicgng the
global system behaviors to diagnose the reason raftiaed
phenomenon in the system but also to control thetegy
behaviors.

This way is the common way to complete a Bayesian

network to understand the system’s behavior. At glwint we
remain at the level of a fault tree analysis. Whes are
choosing for engineering solutions it is quite dienfp know
which case will have the best availability by anzahtg all the
possible failures that each engineering solutiondmzal with.
But modeling the solution must give additional ftiowal
parameters of the network to qualify some eventosé of
performance.

[ll. STUDIEDPROTOCOLS

With this study we are looking for some decisiorowb
which engineering solution provides the best qualif
service basing on theoretical data. In a networketisioned
for audiovisual transportation technical constraane strong
on certain criteria. In addition we are talking abo
broadcasting solution through an entire networkreéach
services’ points separated more than 1000 km usimglreds
of routers. For everything working we use multicaseams
because the client wants a point to multipoint iservToday
we have at disposition different kind of transptioia of
multicast streams over an IP/MPLS network and eadition
has his advantages. Historically it exist an impated
solution over the network for broadcasting natigmalgrams,
but it is planned to change for a more recent egging
solution.

The first solution is based on a ring protectios RSTP
solutions [11]) and is called imbricated rings $ioin. The
second solution uses multicast broadcasting seisitend is
called multicast tree solution.

A. Imbricated rings solution

This solution uses imbricated rings architecturai(mring
S1-S2-A-B and sub-ring A-D-B) and on each ring am @ing
protection is implemented (Figure 1). Routers behas
switches in this case. The main ring is managed asnple
ring by RSTP. The sub-ring is treated by RSTP aing
because the protocol consider that the link betweand B is
always operational and so the RSTP blocking pont aaly
exists over the sub-ring A-D-B. The stream is gateat by
the two sources located on the routers S2 and 181 ,itas
broadcasted over the entire network using the tapomade

by RSTP (the cross on the scheme show us the RSTP ’

blocking ports).

Fig 1. Broadcasting sample in the imbricated ringhigecture

In order to protect the network from a global cosigm,
engineers conceive this solution with special fit@n the
routers which join different rings (here A & B). &se filters
are blocking broadcasted data circulating on thersg to
supply the main ring limiting broadcast storm pheeoa to
the sub-ring only and not over all the network.

This engineering solution is quite simple and isllwe
dimensioned for broadcasting a stream over the afjlob
network. It reacts rapidly to simple failures bubtspesses
some blocking cases with double failures. The Fgar
explains two blocking situations.

In the first case there is no failure in the suigr$o the sub-
ring’s protection is not activated and the routecdd’t get the
stream. In the second case, there is no failurég@nvest ring
so the broadcast is blocked on the router F.

In addition this architecture in imbricated ringbowas only
the ring usage and so there are only two injectamssible for
a sub-ring.

This solution is exposed to a recrudescence of Isimp
failures and especially on double or triple faikir@o find a
solution, we must reinforce the architecture withoren
interconnection. The imbricated rings solution aatnn
completely take advantage of this network dendificaso we
opt for another solution, the multicast tree soluti which
solve these failure cases and clearly improve tys&em
availability.
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Fig 2. Two blocking situations for imbricated ringlution



B. Multicast tree solution

A protocol engineering solution is always studiadrélation
to the physical infrastructure. Then this solutlean on two
functional layers: the VPRN (Virtual
Network) [12] layer which emulate virtual routersdathe
VPLS (Virtual Private Lan Service) [13] layer whielmulate
virtual switches. The dichotomy is historical arethnical
because only the most powerful routers (neareserswf the
sources) can use VPRN features; the others wilths&PLS
layer (this represents about half of the networkngonents
for our network). Figure 3 presents the dichotonmg d@he
used technics to transport the multicast stream.

The multicast stream is broadcasted in the entireS
from a single and unique virtual router. For theRNPside the
PIM protocol [14] builds a multicast tree based the
multicast demands to distribute the stream onlth&orouters
with a connected client or to the routers connette®PLS
which require the stream (using IGMP protocol [15])

Furthermore, VPLS can supply the stream to the VPR

layer to avoid the isolation of a part of the netkvbecause of
a misplaced double failure. So as a physical smiuixists to
distribute the stream to the destinations, theesystill work.

Then both of the cases presented in the paraghaphe
solved by this new engineering solution: it repnésean
incontestable gain of availability for the system.

Anyway from the functional point of view all the uters
from a same VPLS (so all the members of a sub-nivith)oe
supplied by the same virtual router. This represemttrue
weakness in comparison of the historical solutienduse the
blocking port is always positioned at the half bé tring so
half of the routers are supplied from a side ofrthg, and the
other half are supplied by the other side of thg (Figure 4).

The system can be weakened because many routéns in
VPLS side are bound to a unique router which fodsathe
stream (in this situation the router B). Admittecyl the
VPLS members will topple over the second routerghbe
router A) but all of the points of the service st VPLS will
be impacted by this switchover.

We are focusing on the compromise to establish &&twhe
gain of availability and the regression in termpefformance
linked to switchover mechanism.

PIM tree :
never
broadcast the
stream and
forward it
only if a
router
requires it

Fig 3. Recap of the used features in the multicastgolution

Private Routed

Fig 4. Broadcasting divergences in the sub-ring

V. MODELING SOLUTIONS

In this study we will focus on the system’s behawad we
will look for modeling global availability of theystem with
Bayesian networks. It is possible to create sudivoré by
using the physical characteristics of the companehinks
fgpresent dependencies between the different Vesiab
(node$d). The nodes of the network correspond to the rando
variable used in the calculations. It exist twoddrof nodes:

e Parent node: which contain a probabilistic
distribution (the value of each component's
availability, theoretical or real, is placed here)

 Child node: which characterize random variables in
the form of conditional probability table (the tatg

node, will be for us the node which modeling the
system’s state, is this kind of node).

Elaboration of the Bayesian network is realizedider to
faithfully reproduce the behavior of the two engirieg
solutions without taking into account convergenetay that
can last some tens seconds. We will especiallysfaxfuthe
gain of availability of the second solution versbe loss of
system'’s stability.

To model the fact that a system is more sensitiveut
rerouting considerations (or switchovers), we usatirstates
characteristics of Bayesian networks. As a mattéact, each
node of the Bayesian network (or random variabtespsses
different values, and the choice is not limited Boolean
values as “Working” or “Not working”. According to
different failures cases the system can still fiomcand these
functional conditions could be used.

We use three states to model switchover behaviads a
failures cases:

* Nominal State: When there is no failure on the
principal way the stream uses this node. Thisés th
normal working condition.

» Rescue Sate: When a failure occurs on the principal
way, the system being structured to resist at every
single failure, it is still working but in a degredi
state, implying rerouting. To consider this sitoati
this functional state has been created. The system
keep fulfill his mission in this state.

» Failure Sate: Finally when the system is subjected to
multiple failures that avoid the system’s mission,
the node is in this state.

1 In this paper, the node terminology always refers to a Bayesian network
node and not at a telecom network node.
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Fig 5. Afirst case to see the feasibility of made! Fig 6. Bayesian model of the multicast tree solutiothe first case

In the following examples we will show that thisatet
utilization will permit to quantify the loss of ailability on
the nominal way versus the gain of global availgbilln
other words is the availability of the system ertoingreasing
to balance the rise of rerouting probability?

To simplify the analysis we will check if each paftthe
network is able to get the stream. For examplenige “A
Supplied” has for truth table:

« Nominal state: Never because the router A only
broadcast the stream if B is not able to do it.
» Rescue state: If router S2, router A and alsoittie |

A. Feasibility demonstrating between S2 and A work, the node will be in this

Here we are going to show that this modeling way is

state.
 Failure state: Every other case.

feasible and corresponds to an expected behavidh wi

obvious cases. In the following situations, the searces S1
& S2 will have a stream at disposal and the studdeder will
be the router D located on the bottom on the schérhe
solution in imbricated rings will be placed on lefhd the
multicast tree solution on the right.

The source streams which come at S1 & S2 will abnag
available and we will use estimated availabilitythwithe
following values:

* Router availability = 0.99999
 Link availability = 0.9995

On Figure 5 we note that in the second solutioa, MRPRN
side is not usable on the router D. The broadcédkbesdone
by the router B which will broadcast on the entWLS
domain (here only one router).

The stream follows the same way on nominal sitmatio
both solutions and the new engineering solutionl wit
degrade any performance. The only difference beiwhese
solutions is about failure detection. Indeed if tbeter B is
isolated in the first solution, there will not haamy rerouting
and the system will be in failure state (cf. Fig 2)

When modeling with Bayesian networks the multidase
solution as presented in Figure 6, we can find edéffit
elements as parent nodes (in blue) and some ramdoables
created to easily aggregate treatment possibilitésthe
stream represented as child nodes (in yellow).

TABLE | STATE PROBABILITIES OF THE FIRST CASE
Solution Rings Tree A
Normal 0.99897028 | 0.99897028 0
Rescue 0.001018685 | 0.001019199 0.000000514
Failure 0.000011035 0.000010521 | 0.000000514

With this principle we can complete the model armdtlde
same for the imbricated rings solution by consiugrihe
blocking case of the isolated router B. It is qustenple to
compare the performance by using the inferenceritthgo
included in Bayesian modeling software. We getwiogeking
probabilities of the service on the router D reasded in the
Table I.

This model can directly show the availability galy
comparing probabilities to be in a failure statewmen the
two solutions. It is a theoretical case with estedavalues
and that is why we are observing a light gain (appr
16sl/year).

Now considering that this model is able to showdha of
availability, we are looking to highlight what weealosing
with an unfavorable case.

B. Sudy on an unfavourable case

In this part we are looking for a definitely diféext behavior
between the two engineering solutions as preseinteithe
Figure 7.

Fi
Fig 7. A second case unfavorable for the new smiuti



TABLE Il STATEPROBABILITIESIN THE SECONDCASE

Solution Rings Tree A

Normal 0.99846081 | 0.9979516 0.00050921
Rescue 0.001527375 | 0.002037358 0.000509983
Failure 0.000011815 0.000011042 | 0.000000773

In this topology, with the imbricated ring solutiowe can
easily understand how the stream is delivered ¢ordliter D
with the ring protection. For the multicast tredusion it is
the router C which distributes the stream over\tRe.S and
then all the VPLS side routers will get the strefsom the

router C. Because of this behavior we are in a thega
situation by the fact that the router D is able#b the stream

in the nominal way by passing the routers chaimmfriine

router C. Anyway we still have a gain of availalyilbecause

the new solution still can correct the failure ca$dsolated
router A (which forwards the stream to the routetinDthe
imbricated rings solution).

Fig 8. Study on a real case

This illustrates that in this real case the avdlitgb
improvement is more important than the increasethaf

The results of this model with Bayesian networkge arferouting probability. In this way the new engiriegr

resumed in the Table II.

Here we have an interesting result: in this exantple
availability is improved but we observe a loss aflyability to
be in the nominal state. We win 24s/year of avditgbwith
the new solution on the 373s/year (+6.4%) that woeig the
actual solution. Then we increase the risk to ba merouting
situation of 4.5h/year on the 13.4h/year (+33.6%dhe ring
solution. This case is unfavorable because by diign
rerouting risks the performance decreases for tigdogisual
network.

The next part will permit to quantify the perforneanof the
new solution with an infrastructure based on aipinesl real
case.

C. Modeling areal situation

This part will show us how the new engineering 8olu
will be able to be deployed over a real network amdwill
see how it contributes to solve double failures #re actually
blocking in the existing solution. The architectiseshown in
Figure 8.

With this study based on a real architecture, fafsall we
observe a gain of 164s/year which correspond &.4% gain
compared to the 557s of annual failure. On theutérg side
we note an improved probability to be in a resctaesof
24min/year against the 27.7h/year which correspohdn
increase of 1.4% of rerouting. This difference withe
precedent case comes from the fact that the magnoan be
supplied by the sub-ring in the multicast tree sofu

TABLE IlI STATEPROBABILITIESFORA REAL CASE
Solution Rings Tree A

Normal 0.996824298 | 0.996784525 0.000039773
Rescue 0.003157427 | 0.003202403 0.000044976
Failure 0.000018276 0.000013072 | 0.000005204

solution works as expected.

This study quantifies the gain and the inconveniznthe
new engineering solution. It can be extended to @htre
network and already reassure the choice to dewbispnew
solution.

D. Scaling the model

The study over only one service’s point is not espntative
of constraints from point to multi-point topologiedich are
specific to broadcasting networks. However thislisga
requires certain strictness in the modeling in prgdenever
forget any specific case and avoid cycles (it characteristic
of Bayesian Networks). Then some of simple and rrec
topologies of network can be modeled with a singtelel so
we can get a translation from a network topology ato
Bayesian Network. Some examples are presentedyifi.Fi
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Fig 9. Some translated topologies in Bayesian Netsvor



Fig 10. Study on six service’s points

To model every point in the service we can prodegdhe
same way in the precedent case by simply addingnanode
called “State of the Service” which will be the agggate of all
the points of service.

V. CONCLUSION

Multi-states characteristics of Bayesian networnksv/ge us
a deeper analysis than a simple fault tree anatyaiy. This
paper presents its practical application on a neéwn a
telecommunication context. For implementing a newotgrol
engineering solution we could quantify at the satimee
availability benefits aspects but also the compemsa
inducted by switchovers situations. The resultsimfavor of
the new engineering solution by introducing newteos with
improved features, placed on an optimal way to cedu
undesirable effects.

The future of this study will be generalized intthaay to
generally optimize the network architecture. Thisdaling
solution highlights benefits and losses of eactutgwi by
using real data. We could imagine apply this tegheito
estimate the gain on other modalities, and predesgsions.
With this study the instant switchover phenomenas wiot
taken into account even it is a problematical topic
audiovisual networks; the following of this worklibe able
to be concerned by this.

This solution allows modeling more complete and enor

representative networks of the real behavior of ghevice.
We can apply this to the last real case as pregent€ by
using all other service’s points as presented gnloi

All the six service's points are spread in the atiént sub-
rings and they are in particular situations. Indeedthe
imbricated ring solution some members of a sub-gag be
supplied by different parent routers so a parthef service
will be supplied in nominal path from the same evuh both
solutions, but the other part will be supplied fralifferent
routers. The results of modeling are summered bierTey/.

We discover an interesting fact: the imbricated) solution
is not the optimal solution for the nominal trangpéctually
this situation result from the d4 node locatechia $ub-ring 2.
The RSTP blocking port was placed
considering the number of routers to join the seuk'e can
see that d4 is able to join the source using thie ¢a-A3-A2-
Al and this path is shorter than the other path2i8k1-c5-Al

for only one router. But this decision is an erb@cause the

availability of optical fiber is less than the nograves links
used in this study. Then it would be more logicaptace the

RSTP blocking port between d4 and d5 to balance in

availability point of view. In this case the newgareering
solution bring more stability than the actual st but
correcting this issue on the placement of the R8IDeking
port would change this result in favor of the inchted ring
solution.

This second result is closer of the actual situmd the

network, including some mistakes by deploying new

infrastructures in regard to the placement of R®Ideking
ports. This result reassures again the choice telde the
new engineering solution.

TABLE IV STATEPROBABILITIESIN THE MULTIPLE
SERVICEPOINTS
Solution Rings Tree A
Normal 0.995651019| 0.99785806 0.002207042
Rescue 0.004281791| 0.00207604 0.002205751
Failure 0.000067191] 0.0000659 | 0.000001291

in this sub-ring
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