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ABSTRACT

This paper presents fluid-structure interaction (FSI) 
simulations of a published experimental campaign 
dedicated to the study of fluid-induced vibrations on 
cylinders. The experimental configuration consists in 
two in-line cylinders subjected to water cross-flow. 
This experimental campaign is relevant for numerical 
FSI validation purposes, since it accesses both fluid 
and structure measurements. This paper presents the 
numerical simulations of one of the different water 
flow rates tested experimentally. The FSI simula­
tions are run with the CFD code code-Saturne: a 
two-way coupling between the fluid and the struc­
ture is realized thanks to the implementation of an 
Euler-Bernoulli finite element beam model inside 
code-Saturne. This paper describes the FSI approach 
and presents its application to the experimental con­
figuration considered. Numerical results are com- 
pared to the experimental ones, in terms of veloc- 
ity fluctuations behind the cylinders and vibrations of 
the cylinders. Fluid simulations are realized retain- 
ing both a URANS approach and the Scale Adaptive 
Simulation (SAS) hybrid URANS/LES approach.

1. INTRODUCTION

Fluid-structure interaction (FSI) of slender structures 
is a concern in nuclear power plants (NPPs). Two 
main examples are the vibrations of fuel rods and fuel 
assemblies due to the single phase water flow inside 
the reactor pressure vessel, and the vibrations of U- 
tube steam generator (SG) tubes due to the two-phase 
steam-water flow. Thanks to the increasing computa- 
tional performances, the numerical simulation of FSI 
phenomena has become more and more feasible in 
the recent years. Several numerical simulation re- 
sults of NPP relevant FSI phenomena have been pub- 
lished by several authors. From the numerical point 
of view, the main challenge of performing FSI simu­

lations is their high CPU requirements: this is due to 
the coupled solution of the fluid and the solid fields, 
which, generally speaking, requires a 3D Computa- 
tional Fluid Dynamics (CFD) solution and a 3D Fi- 
nite Element Model (FEM) solution, together with a 
large amount of data sharing between the two. Cou- 
pled fluid-structure simulations of flow-induced vi­
brations (FIV) of fuel rods with spacer grids employ- 
ing CFD and FEM have been presented by, for exam­
ple, Liu et al (2017). De Santis, Kottapalli and Shams 
(2018), De Santis and Shams (2019) and Brockmeyer 
et al (2018) presented FSI simulations of FIV in wire- 
wrapped fuel pin bundles, also using CFD and FEM. 
Reduced-order models can be a powerful option, 
when physically consistent, in the frame of FSI sim­
ulations, since they allow to decrease the compu- 
tational time. Christon et al (2016), for example, 
calculated fuel rod vibration response under axial 
flow, employing CFD and a solid model based on 
the Euler-Bernoulli beam theory. Reduced order 
models applied to slender structures, such as rods 
and tubes, have been published recently by, for ex­
ample, Baraglia, Benguigui and Denefle (2021) and 
Papukchiev (2019). Shinde et al (2014) and Berland, 
Deri and Adobes (2016) simulated FSI of tube bun­
dles in cross-flow (configuration representative of the 
U-bend region of U-tube SGs): thanks to the experi­
mental rigid translational motion (i.e., with no defor­
mation), the authors could retain a 1 degree of free- 
dom mass-damp-stiffness approach to calculate the 
tube motion.
From the FSI result validation point of view, the main 
current difficulty lies in the fact that most of the pub­
lished numerical studies (such as the ones mentioned 
above) rely only on the structure vibration experi­
mental measurements, and suffer from a lack of ex­
perimental knowledge of the fluid flow (local velocity 
measurements). Numerical results are therefore com- 
pared in terms of vibration response, with no insight 
on the consistency of the flow behavior prediction:



this prevents from a comprehensive validation of the 
numerical results.
Experimental campaigns accessing both structure and 
fluid behavior are mandatory in order to validate and 
assess strengths and weaknesses of a specific FSI nu­
merical model. For this purpose, this paper considers 
the experimental campaign recently realized by Bol- 
shukhin et al (2021), who published velocity mea- 
surements of a water cross-flow behind two in-line 
cylinders, together with the cylinder fluid-induced vi­
bration measurements. Numerical FSI simulations of 
this experimental campaign were performed, and nu­
merical results were compared to the experimental 
ones in terms of both fluid velocities and structure 
vibrations. The coupled fluid-structure simulations 
employ CFD for the fluid field, whereas the cylinders 
are simulated through a reduced-order model, based 
on the Euler-Bernoulli beam theory.

2. EXPERIMENTAL CONFIGURATION

The experimental campaign considered is the one 
realized by Bolshukhin et al (2021). The config­
uration consists of two in-line cylinders in water 
cross-flow. The goal of this configuration is the study 
of vibrations induced by vortex shedding behind the 
cylinders.
The cylinders have a cantilever attachement on one 
end, and a free end inside the channel. The length 
of the cylinders is 198mm, the test section height 
is 200mm, which means that only 2 millimeters 
separate the cylinder free end from the test section 
top wall. The cylinder diameter is 7.0mm. They are 
made of metal thin-walled tube, the wall thickness 
is 0.3mm. The distance between the two cylinders 
is 45mm. A picture of the test section and the 
dimensions of the channel are provided in Fig. 1: 
water flows from left to right, as indicated by the 
arrow.
The material of the cylinders is stainless steel. 
Accelerometers are mounted inside the cylinders via 
a brass rod. Since the brass rods employed for the 
two cylinders are not identical, the natural frequency 
(fn) of the cylinders is not the same: fn of the first 
cylinder is 98Hz in water, fn of the second cylinder 
is 90Hz in water.
LDV and PIV are employed to measure velocity 
profiles and velocity fluctuations behind the cylin­
ders (see Fig. 2). The velocity spectra behind the 
cylinders can therefore be calculated, in order to 
obtain the frequency content. Instantaneous static 
pressure is measured in four locations on the test 
section wall, as shown in Fig. 2.
Regarding the cylinder vibrations, the acceleration is 
monitored for each cylinder: the acceleration spectra

Figure 1. Picture of the test section (top) and geo- 
metrical configuration of the channel with cylinders 
(bottom, dimensions given in mm) of the considered 
experimental campaign (Bolshukhin et al (2021)).

can therefore be calculated.

Figure 2. Locations of the measurement points (blue 
dots represent pressure measurements and red stars 
represent velocity measurements) (Bolshukhin et al 
(2021)).

It has to be clarify that the considered configura­
tion is not directly representative of a NPP prototyp- 
ical configuration: the cylinder diameter is smaller 
than typical fuel rod and tube dimensions, the spacing 
between the two cylinders is larger than spacing gen- 
erally found in NPP components, etc. Nevertheless, 
the relevance of the considered experimental cam­
paign lies in the fact that it allows to access local mea­
surements of both fluid flow and structure vibrations: 
this is an innovative aspect, compared to most of the 
available FSI experimental results. Since beam-type 
structures subjected to water flow is one main con­
figuration studied in terms of FSI issues in NPPs, 
the considered experimental campaign can allow a 
first comprehensive assessment and validation of FSI



numerical simulation approaches typically employed 
for NPP FSI phenomena.
Four different water flow rates were studied ex- 
perimentally: the lowest one, corresponding to a 
free stream velocity of 0.46m/s, is considered in 
the present paper. This condition corresponds to a 
Reynolds number of about 3500, based on the cylin- 
der diameter.

3. NUMERICAL MODEL

3.1. Fluid model

The numerical fluid domain retained is shown in Fig. 
3(a). The fluid domain begins 50 mm upstream of 
the first cylinder, where the experimental horizontal 
and vertical velocity profiles are measured and can 
be used as boundary condition. The actual experi­
mental mean velocity profile is imposed, whereas a 
flat profile of k and œ is imposed based on the hy- 
draulic diameter of the test section and on an assumed 
turbulence intensity of 2%. It must be recalled that 
rms velocity profiles in this region are also available 
experimentally and should be used for future simula­
tions.
The cross-flow through a cylinder features a given 
vortex shedding frequency behind it. The resulting 
unsteady flow features a predominant frequency cor- 
responding to this shedding frequency. This type 
of unsteadiness can, theoretically, be consistently 
simulated by URANS approaches: these approaches 
are able to simulate the contribution of the coher- 
ent modes to the flow dynamics (i.e., frequencies far 
lower than those of the turbulent fluctuations), pro- 
vided that the flow phenomena are of period larger 
than the time averaging period. In other words, due to 
their highly dissipative behavior, URANS approaches 
are not likely to reproduce flow instabilities, unless 
these instabilities are strong: vortex shedding may 
represent an unsteadiness strong enough to be repro­
duce by URANS. However, the prediction of higher 
shedding harmonics and of flow vortex structures is 
expected to be poor for URANS approaches, which 
can hardly reproduce the spectrum content at “high” 
frequencies (that is filtered and dissipated by the dif- 
fusive contribution linked to the turbulent Reynolds 
stress approach). For these reasons, two different 
CFD approaches were tested in the present study: a 
URANS simulation based on the k — œ SST model 
(Menter (1994)) and a hybrid LES/URANS simula­
tion based on the Scale Adaptive Simulation (SAS) 
approach (Menter and Egorov (2010)): SAS is ex- 
pected to improve the numerical results because of 
its LES-like behavior, in case of proper time step 
and mesh refinement. SAS can represent a power- 
ful approach in terms of numerical solution improve-

ment compared to URANS, at the same time keep- 
ing the computational cost reasonable: in fact, the 
SAS approach is obtained by “simply” adding a pro­
duction term inside the turbulence specific dissipa­
tion (œ) transport equation, the magnitude of which 
is meant to increase as flow unsteadinesses increase 
(see Menter and Egorov (2010) for more details). 
Turbulent viscosity, thus, decreases allowing flow un- 
steadinesses to develop further. The SAS produc­
tion term in the formulation developed by Menter 
and Egorov can be added to any œ-based turbulence 
model: in code Saturne v7 the SAS formulation was 
implemented inside the k — œ SST model. It has to be 
mentionned that the SST-SAS model of code-Saturne 
has not been formally verified and validated on refer- 
ence experimental test cases, yet.

An overview of the fluid domain meshing is 
provided in Fig. 3(b)-(c). It is fully hexahedral, its 
size is around 10 million cells. Mesh convergence 
was checked, in terms of velocity spectra and mean 
velocity profiles.
Walls are expected to play a primary role in terms 
of fluid flow development in the considered con­
figuration: of course, the vortex shedding is driven 
by the separation point along the cylinder wall, 
but the test section lateral walls, which are very 
close to the cylinders, can also influence the vortex 
development. For these reasons, for all walls the 
near wall cell center is placed at a distance y+ lower 
than 1, with a growth ratio of about 1.12, in order 
to consistently solve the entire boundary layer region.

3.2. Solid model

The cylinder are modeled through a beam ap- 
proach, based on the Euler-Bernoulli assumptions. 
The model was written and implemented inside 
codeSaturne by the authors.
The Euler-Bernoulli beam foundamental dynamic 
bending equation is:

d2u d4u
p A d2 + ~dXâ = ext (1)

Where u is the displacement, p the material den- 
sity, A the beam section, t the time, Fext the external 
force (the fluid force), and it is assumed that the beam 
is homogeneous along its spanwise abscissa (x), i.e., 
the Young modulus (E) and the moment of inertia (I) 
are constant.
In order to build the finite element model (FEM) of 
the beam, we consider the beam element of Fig. 4, 
characterized by 4 degrees of freedom (DOF): the 
displacement of each node and the rotation of each 
node. The axial displacement can be decoupled from



Figure 4. The 4-DOF Euler-Bernoulli beam element 
considered.

Where the subscript n indicates that displacements 
refer to the displacements of the nodes that replace 
the continuum solid, once the space discretization is 
applied. The elementary (i.e., of the beam element of 
Fig. 4) stiffness matrix (Ke) can be obtained by ap- 
plying the principle of virtual works, considering the 
Hooke law from Eq. 1 and the shape functions ap- 
plying to the 4 DOF beam element considered. The 
stiffness matrix of an Euler-Bernoulli beam is well 
known (see, for example, Logan (2010)) and not re- 
ported here for the sake of space.
A lumped mass matrix is retained, i.e., a diagonal 
mass matrix resulting from the assumption of lump- 
ing the mass of the element on its nodes. For a ho- 
mogeneous Euler-Bernoulli beam, the displacement 
nodal masses correspond to the total mass of the ele- 
ment divided by 2 (two equal parts are assigned to 
each node); a simple and consistent assumption is 
to assume a zero inertial effect associated with ro- 
tational degrees (see, for example, Logan (2010)), 
which results in the following singular elementary 
lumped mass matrix:

Figure 3. CFD domain: (a) region of the test sec­
tion simulated, (b) meshing details along a horizon­
tal plane and (c) meshing details in the cylinder free 
end region along a vertical plane.

the vertical displacement-rotation (u-0) solution, and 
is anyway not considered in the present model, since 
axial stresses are neglected.

The array of the 4 nodal unknowns of the beam 
element is:

{d}T = {u1,01, u2,02} (2)

The dynamic solution of the motion of the Euler- 
Bernoulli beam can be obtained by the following 
monodimensional finite element equation:

[M] {dn} + [C] {dn} + [K] {dn} = {F} (3)

[Me ]
1
2 P AL

1 0 0 0' 

0000 

0 0 10 

0000

(4)

In the present model, the damping matrix is ob­
tained simply by multiplying the stiffness matrix by 
a damping coefficient, representing the purely struc­
tural damping.
{F} represents the equivalent nodal load array. As- 
suming an arbitrary vertical constant load applying 
on the element length (this assumption is consistent 
provided that the space discretization of the beam is 
fine enough to avoid significant gradients of the dis- 
tributed load along the beam element), the elemen­
tary equivalent nodal load array (Fe) will be:



Figure 5. 3D CFD mesh and représentation of the 
beam discretization: (a) CFD mesh cut on a x-z 
plane, showing the presence ofthe beam and its dis­
cretization into several nodes, (b) CFD mesh cut on 
a x-y plane, showing the presence of the beam, (c) 
CFD mesh faces at the fluid-solid interface (i.e., the 
CFD wall boundary corresponding to the cylindrical 
beam surface) showing the correspondance between 
the beam node position and the CFD mesh layer in 
the beam spanwise (z) direction (the hexahedral mesh 
is built such that all CFD nodes of a given spanwise 
layer are placed at the same z position).

{Fe } = p

L
2

11
12
L
2

-L2
12

(5)

The elementary mass (Me), damping (Ce) and stiff- 
ness (Ke) matrices and the elementary nodal force 
array (Fe) are then assembled in order to obtain the 
global mass (M), damping (C) and stiffness (K) ma­
trices and the global nodal force array (F), used to 
solve the global beam Eq. 3.

3.2.1. FSI implementation and coupling

We refer to the 3D CFD mesh shown in Fig. 5, which 
shows an arbitrary cylindrical cantilever beam inside 
a fluid domain (z=0 in Fig. 5 represents the fixed 
boundary condition of the cantilever beam). The 
present FSI coupling approach is meant to be applied 
to hexahedral meshes along the beam wall, built

such that all CFD nodes of a given vertical layer are 
placed at the same beam spanwise position (direction 
z in Fig. 5). Each beam element generally contains 
several CFD mesh faces/nodes, since the beam space 
discretization is generally coarser than the CFD one. 
In the example of Fig. 5(c), four CFD mesh layers 
(j) are comprised between two beam nodes. It is 
chosen to place all beam nodes in correspondent 
with the nodes of one CFD mesh layer, as presented 
in Fig. 5(c) (this is why only hexahedral meshes are 
suitable). The distance between two beam nodes (i.e. 
the length of the beam elements) is kept as much 
constant as possible along the beam (the distance 
depends on the actual CFD mesh distribution along 
the beam wall). Once the beam node positions are 
defined, the mass, damping and stiffness elementary 
and, then, global matrices can be built.
In order to build the equivalent load array, it is 
assumed that each node sees half the force of the 
upstream beam element plus half the force of the 
downstream beam element (except for the node 
placed on the free end, that receives only half the 
force of the upstream element).
The algorithm proposed by Hilber (1977), which 
represents a slight modification of the standard 
Newmark approach, is retained to solve Eq. 3 and 
calculate the time and space evolution of the beam 
node displacement. For a general beam moving in the 
two tranverse directions (drag and lift directions, in 
case of a cross-flow configuration), two independent 
(uncoupled) equations (Eq. 3) are solved, one for 
each direction.
The FSI simulation is based on the Arbitrary 
Lagrangian Eulerian approach (available in 
codeSaturne) allowing the mesh deformation 
in order to take into account the fluid-solid interface 
motion. The mesh deformation is calculated by a 
mesh diffusion equation, the boundary condition of 
which is the moving wall displacement.
The fluid forces calculated by the CFD are trans- 
ferred to the beam finite element model at the end of 
each time step. These forces are used to calculate the 
beam node displacements, and the mesh deformation 
is imposed consistently. The updated CFD mesh 
configuration is used for the following time step, 
and so on. No inner fluid-solid sub-iterations are 
realized within each time step. The resulting FSI 
coupling approach is 2-way explicit. This type of 
algorithms are stable and accurate provided that the 
numerical time step is low enough, compared to 
the specific FSI mechanism. In other words, 2-way 
explicit approaches can provide accurate results only 
if the evolution of the fluid-solid configuration (for 
example, the evolution of the structure deformation) 
along one time step is small enough to be consistently



predicted by one single fluid-solid itération.

4. RESULTS

Before discussing the results, some details about the 
numerical parameters retained for the present simula­
tions are recalled.
The time-step size for the SST-SAS simulation is 
driven by the CFL condition: the CFL should be kept 
lower than at least 1 (ideally lower or equal to 0.5), in 
the regions where a LES-like behavior is desired. For 
the present simulations, a time-step equal to 1.8- 10-4s 
was retained (for both the SST and the SST-SAS sim­
ulations), which allowed to keep the mean CFL lower 
than 0.5 everywhere, except in the acceleration re- 
gion around the cylinder, where the CFL could lo- 
cally slightly exceed one. It has to be mentioned that 
a first order time discretization was retained, also for 
the SAS, a higher order scheme is not currently avail- 
able. As mentioned in paragraph 3.1, CFD mesh con­
vergence was checked in terms of velocity profiles 
and velocity spectra behind the cylinders.
Regarding the solid model, the cylinders were dis- 
cretized into 30 nodes, which results in a beam finite 
element about 7mm long (cylinder length divided by 
the number of nodes). The consistency of the results 
provided by the solid model was checked in terms of 
vibration frequency and damping along a free vibra­
tion test in static air and water: the calculated results 
are very close to the experimental ones. No change 
in terms of natural frequency and damping was ob- 
served for finer discretization: the solid mesh is there- 
fore considered converged. The nominal density of 
the structure needed to be slightly modified locally, 
in order to obtain the correct mass distribution that is 
affected by the presence of the accelerometers.
The physical simulated time was 20 seconds. The 
simulations required about 240 hours of computa- 
tional time, for a parallel computation on 80 proces- 
sors: therefore, 2 seconds of physical transient were 
calculated per 24 hours, which can be considered a 
relatively fast FSI simulation and prove the interest 
of implementing a reduced-order structure model in- 
side a CFD code.

4.1. Flow velocity

Results are first analysed in terms of flow behav- 
ior behind the cylinders. Fig. 6 shows the PSD 
of the velocity behind the first cylinder. Both the 
SST and the SST-SAS models predict a consistent 
vortex shedding frequency (at about 20Hz), even if 
slightly underestimated. The amplitude of the exper­
imental peak at the shedding harmonic is also con- 
sistently calculated. The PSD calculated by the SST

Frequency [Hz]

Figure 6. PSD ofthe velocity behind the first cylinder.

Frequency [Hz]

Figure 7. PSD ofthe velocity behind the second cylin­
der.

shows a cascade of harmonics, which is not present 
in the experimental PSD; moreover, the energy con­
tent between the different peaks is largely underes- 
timated, compared to the experimental values. Also 
for the SST-SAS, some higher harmonics are present, 
that are not observed in the experimental PSD: these 
peaks are less pronounced than for the SST, and the 
energy content calculated by the SST-SAS is almost 
as high as the experimental one, up to 150Hz. A clear 
improvement at low frequencies (lower than the shed- 
ding harmonic) is also observed once the SAS is ac- 
tivated.
The PSD of the velocity behind the second cylinder 
is presented in Fig. 7. Also in this case, the SST 
underestimates significantly the content of the exper­
imental PSD, and predicts a cascade of peaks, which



are not présent in the experimental results. The spec- 
trum obtained by the SST-SAS is much closer to the 
experimental one in terms of energy content, even if 
it decreases faster than the experimental one starting 
from about 70Hz. In terms of shedding frequency, the 
experimental PSD behind the second cylinder shows 
two main peaks, whereas the numerical solution only 
calculates one, placed in the middle of the two exper­
imental ones.
Based on these results, there is no doubt that the acti­
vation of the SAS significantly improves the numeri- 
cal results.

4.2. Cylinder vibrations

The vibration response of the cylinders is now anal- 
ysed. Fig. 8 presents the PSD of the acceleration of 
the first cylinder. Regarding the experimental PSD, 
one can notice two main harmonics: the first one, 
at around 20Hz, corresponds to the vortex shedding 
harmonic, the second one, at 98Hz, corresponds to 
the cylinder natural frequency harmonic. The shed- 
ding harmonic is excited by the fluctuating force in- 
duced by the vortex shedding mechanism: since this 
is the predominant mode of the flow, the one-degree- 
of-freedom structure (the cylinder) is excited at the 
same frequency of the exciting force. The peak at 
the cylinder natural frequency is caused by the broad 
spectrum of frequencies of the fluid force (see Figs. 
6 and 7), associated with the turbulent nature of the 
flow. Fig. 8 shows that the numerical simulations 
are able to calculate the acceleration harmonic at the 
shedding frequency: this was expected, considering 
the correct prediction of the velocity pulsation (see 
Fig. 6) at the shedding frequency. The numerical re- 
sults are found to even overestimate the experimental 
peak.

The series of peaks in the velocity PSD calculated 
by the SST are found also in the acceleration PSD: 
each velocity peak excites an acceleration harmonic. 
These results are not consitent with the experimen­
tal ones, and the acceleration spectrum content cal- 
culated by the SST is orders of magnitude lower than 
the experimental one. The activation of the SAS al- 
lows to bring the spectrum very close to the experi­
mental one; nevertheless, the peak at the natural fre­
quency harmonic is still underestimated of two orders 
of magnitude. This suggests that the turbulent spec- 
trum is still not enough calculated by the SAS. Both 
the SST and the SST-SAS calculate a main peak at 
about 50Hz (consistently with the same peak calcu­
lated in the velocity PSD of Fig. 6), which is not 
present in the experimental PSD.
Fig. 9 presents the PSD of the acceleration of the sec­
ond cylinder. The acceleration harmonic at the shed- 
ding frequency is well reproduced also in this case by

Frequency [Hz]

Figure 8. PSD of the vibration acceleration of the 
first cylinder.

Frequency [Hz]

Figure 9. PSD of the vibration acceleration of the 
second cylinder.

both the SST and the SST-SAS. As for the first cylin- 
der, the spectrum content of the SST is significantly 
lower than the experimental one, whereas the activa­
tion of the SAS allows to bring it very close to the 
experimental values. For the second cylinder, the ac- 
celeration harmonic at the cylinder natural frequency 
calculated by the SST-SAS is quite close to the exper­
imental one (even if still underestimated by one order 
of magnitude).
The better numerical prediction of the acceleration 
PSD for the second cylinder, compared to the first 
one, may be due to the turbulence generated by the 
latter: from the numerical point of view, the second 
cylinder is subjected to some “resolved” turbulence 
(above all for the SAS), whereas the first cylinder is



subjected to the mean velocity profile imposed as in- 
let boundary condition (the rms velocity at the inlet is 
“converted” to “modeled” turbulence, i.e., the turbu­
lent kinetic energy). This behavior is practically the 
same for the SST and the SST-SAS, since even for 
the latter the region upstream of the first cylinder has 
a URANS-like behavior (not enough unsteadinesses 
are generated in this region to trigger the SAS). Fig. 
10 presents the instantaneous velocity profile and Q- 
criterium for the SST-SAS simulation: one can ob­
serve that, as expected, no velocity fluctuating com- 
ponents are present upstream of the first cylinder. An 
artificial generation of turbulence at the inlet may im- 
prove the numerical results for the first cylinder.
It can also be observed that the natural frequency of 
the second cylinder is slightly underestimated by the 
numerical simulation: this suggests that the added 
mass mechanism is modified between vibrations in 
static water (conditions retained to calibrate the cylin­
der natural frequency) and vibrations under flow rate.

Figure 10. Q-criterium (colored by turbulent viscos- 
ity (Pas)) and velocity (m/s) profile along the central 
horizontal plane, at t=20s, for the SST-SAS simula­
tion.

5. CONCLUSION

This paper attempts a comprehensive assessment 
of an FSI simulation, based on the numerical-vs- 
experimental comparison of both the fluid and the 
structure behaviors. The simulated configuration cor­
responds to an experimental campaign of two in-line 
cylinders subjected to water cross-flow, highly instru- 
mented for accessing both fluid and structure details. 
The numerical FSI model employes CFD to model

the fluid, coupled to a finite element beam 
model, implemented directly inside the CFD code 
(codeSaturne), to model the structure. The result- 
ing FSI approach allows to save significant computa- 
tional time in terms of FEM resolution and code-to- 
code data transfer, compared the general approach of 
coupling a CFD code to a 3D FEM code.
Numerical simulations using the SST URANS model 
and the SST-SAS model were performed. In terms 
of velocity spectra behind the cylinders, the SAS ap- 
proach was found to calculate results overall consis­
tent with the experimental ones. On the other hand, 
the SST model is, as expected, not able to calculate 
the correct content of the velocity spectrum, starting 
from low frequencies. Consistently with the results 
in terms of velocity, the vibration acceleration of the 
cylinders is found to be significantly underestimated 
by the SST, whereas the SST-SAS allows to obtain re- 
sults overall close to the experimental measurements. 
An underestimation of the acceleration at the cylin­
der natural frequency harmonic is, nevertheless, ob­
served, even for the SAS: a finer mesh and/or an arti- 
ficial generation of turbulence at the inlet (aiming at 
providing a more consistent velocity fluctuating con­
tent) may be necessary to improve the prediction of 
the fluid force content.
The first main conclusion of this work is that the 
FSI approach developed by the authors, based on 
a reduced-order model for the structure directly 
implemented inside the open source CFD code 
code-Saturne, allows to perform FSI simulations of 
beam-type structures requiring relatively low compu- 
tational effort and time. It can be therefore considered 
a promising approach for the application to larger 
scale industrial configurations relevant for NPPs.
The second interesting finding is that, for the cross- 
flow configuration considered here, the SAS ap- 
proach definitely allows to calculate superior results, 
compared to URANS (or, at least, to URANS based 
on a 2-equation linear eddy viscosity model, as the 
one tested here). Considering that the computational 
time keeps unchanged compared to the standard SST 
(providing that the mesh and the time-step are the 
same), the SAS approach should be considered a 
powerful candidate for such flow configurations.
The simulations of experimental tests at higher water 
flow-rates of the here considered campaign represent 
a perspective for the future work.
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